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BH4 (Course title)

Course title (English)

10X401

YA ik

Design Methodology

10X402 T—T 4777 NTFYA Theory for Designing Artifacts

698541 AT HA—=varT¥A Uim Information Design

756430 Mk - a3l a=T 4TV A Ui Organization and Community Design

10X728 74—V ROMriE Field Analysis

10X411 TBHREB S AT D DOT VA Design of Complex Mechanical Systems

106013 B> AT LI Dynamic Systems Control Theory

10GO11 et Design and Manufacturing Engineering

10B407 ORT 4T A Robotics

10Q807 FH AL AT N Theory for Design Systems Engineering

10G057 B E e & St e Engineering Ethics and Management of Technology
106403 Tl AT NEREE Optimum System Design Engineering

106001 Ik GRS Applied Numerical Methods

10C430 WL 22 T 1 ) 2 i Advanced Flight Dynamics of Aerospace Vehicle
10V202 T NEE RS A S Introduction to the Design and Implementation of Micro—Systems
10G025 A HTERET N A A T2 Mechanical Functional Device Engineering

10W603 [ T2 3k Introduction to Biomedical Engineering

106041 A R EE LR R Advanced Finite Element Method

10G214 i EHAIN 22 Precision Measurement and Machining

10V003 AT A= A Biomechanics

106409 WLZBFH > AT LI T3 Aerospace Systems and Control

10X413 HEMET VA i Design Theory of Architectural Structure

10B014 BB R 1 Theory of Architectural and Environmental Planning I
10B015 BB R T Theory of Architectural and Environmental Planning 11
10B035 ANHFAEFRET YA ik Design Theory of Architecture and Human Environment
10B024 AT ZE B SR Theory for the Preservation and Restoration of Architecture and Environment Design
10B013 LG Theory of Architectural Design, Adv

10B069 RSN A TR Architectural Engineer Ethics

10B037 R E 1% Design Mechanics for Building Structures

10B231 e P ReAE G T High Performance Structural Systems Engineering
10B046 IR Dynamic Response of Building Structures

10B241 FRT SR E P Urban Disaster Management

10B222 B B i T2 4 Environmental Control Engineering, Adv

10B100 HREETE Silence Amenity Engineering

10B038 N AE TR BR BERR A0 Theory of Cognition in Architecture and Human Environment
693689 EREEEMOT VA Design in ICT

10X732 INH— R Pattern Recognition, Adv

10X733 = B WAL B Language Information Processing, Adv

10X431 V2= N Introduction to Algorithms and Informatics

693625 Bk AT ¢ 7 Lk Transmission Media Engineering, Adv.

698035 vy 77— 2 O ERT Computational Science for Big Data

693541 A=A a—TF 4 T Supercomputing, Advanced

693422 BTV B R R B Optimization Theory, Advanced

693419 HE S 2T DI Control Systems Theory, Advanced

693536 MEHIY AT i Statistical Systems Theory

693517 HEB Y 2T L Theory of Integrated Dynaminal Systems

693247 I aneat Information and society

698014 ik & iy Information and Intellectual Property

693628 Ry hT—7 Information Networks

10X433 B AT LTV A Information Systems Design

10X434 BESS « WK T A 5 Designs for Emergency Management

10X436 SRR TR B Computational Learning Theory

10X438 HEE A R Statistical Learning Theory

10X442 SEAESR Y AT A Distributed Information Systems

10X451 TYA LA )T TT 4 Design Ethnography

756390 FET VA Vi Business Design

754171 WESE « FEHBAFE~RI AL b Magaging Innovation: From R&D towards

753380 P B R Service Innovation Management

10X456 ~—T 7)Y —F Marketing Research

753690 IVT AN RS Critical Thinking

756320 Y— X E=TFIUIE B Service Modeling & Applying Strategy




BLH=2—F (Code)

BH4 (Course title)

Course title (English)

753010 A General Problem Solving

754350 Al AR T TG F 3 The Practical Use of IT for Value Co—Creation

028950 BT VA i Advanced Studies: Cognition and Design Studies

10X462 DEY AT ATV A EE 1 Seminar on Psychology and Design Studies I

10X463 DEY AT ATV A U EE T Seminar on Psychology and Design Studies II

10X464 DT YA T — X NS Seminar on Data Analysis in Psychology and Design Studies
10X465 BHMERET A Vi Design of Cognitive Functions

10X466 FHA LR Advanced Studies: Cognitive Sciences

10X467 WHsHeT Y 1 1 Seminar on Brain Function and Design Studies

10X490 TS v Fala=r—va A NTTU— Communication Strategies for Design Research

10X468 A RE % R /fp g 223 (FBL/PBL) S 1 Field based Learning/Problem based Learning (FBL/PBL) S1
10X469 R RE S R /fig g =233 (FBL/PBL) S 2 Field based Learning/Problem based Learning (FBL/PBL) S2
10X477 A RER AAY / fiRy =238 (FBL/PBL) L 1 Field based Learning/Problem based Learning (FBL/PBL) L1
10X478 A% R /fig g 2233 (FBL/PBL) L 2 Field based Learning/Problem based Learning (FBL/PBL) L2
10X483 F—=T A, ) R_R—=2 g EE 1 Open Innovation Practice 1

10X484 F =T, ) R_R—= g EHE 2 Open Innovation Practice 2

10X479 T4 —IVRA U E— Ty T (THA ) Filed Internship L

10X480 VY —F A 82—y 7L (FHA %) Research-Intensive Abroad Internship L

10X481 T A RIS T Design Science Exercise, Adv. 1

10X482 T A U EERIEE T Design Science Exercise, Adv. 2
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Design Methodology

2019
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G-ENGO05 8X402 LB18 G-ENGO6 8X402 LB18

< > |Theory for Designing Artifacts

2019

Idquo

Idquo




Design Rationadle User Centered Design

20
60
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[ ]

1. [2007] , , 1(2), 59-65

2.Suh, N.P. [1990] The Principles of Design, Oxford University Press ( )
? : , 1992.

3. [1979] : 45 (8) 20726, 1979.

4.Vladimir Hubka and W. Ernst Eder [1995] Design Science, Springer

5.Simon,H.[1996] The Sciences of the Artificial Third edition [1999]

6.H A [1979] : :

7.Hutchins, Edwin [1995] Cognition in the Wild. MIT Press

8.Klein, G., Orasanu, J., Calderwood, R., and Zsambok, C.E. [1993] Decision Making in Action: Models and
Methods. Ablex Publishing Co., Norwood, NJ.

9.D [1986] The Design of Everyday Things, ?
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< > |Field Analysis

2 2019 2
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G-ENGO05 6X411LB71 G-ENGO6 6X411LB71 G-ENGO7 6X411LJ77

< > | Design of Complex Mechanical Systems

2 2019 3

Design of mechanical systemsin the future will require developing novel technologies that are able to
achieve a harmonized and symbiotic relationship with the environments.This lecture elucidates mechanical
phenomenon that realize autonomous adaptation in harmony with the environment, especially with respect to
material systems characterized by microscopic structure and macroscopic properties, living organism systems
with diversity and self-repair, human-machine systems characterized by interaction and coordination, etc.
Therein, complex behaviors emerge being caused by complex interactions at different spatio-temporal scales.
This lecture provides a number of governing principles of such complex

mechanical phenomenon, and then introduces methods for utilizing those phenomenon to design flexible and
adaptive artifacts whose constituent parts are able to alter their functions in response to the surrounding
environments.

[ ]
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< > | Dynamic Systems Control Theory

2 2019
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G-ENGO06 5G011 LJ71 G-ENGO055G011 LJ71 G-ENGO7 5G011 LJ77

< > | Design and Manufacturing Engineering AP iy T

2 2019 2

CAD (Computer-Aided Design) CAM (Computer-Aided Manufacturing)

CAD CAM
[ ]
CAD CAM
[ ]
2
2
3,
3,
CAD 3 ,2 ,CAD (Computer-Aided Design) 3
CAM CAM 2 ,CAM (Computer-Aided Manufacturing)
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< > |Robotics

2 2019 2
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G-ENGO05 6Q807 LB71

< > |Theory for Design Systems Engineering

2 2019 2
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G-ENGO05 8G057 LJ71 G-ENGO06 8G057 LJ71 G-ENGO7 5G057 LJ77

< > | Engineering Ethics and Management of Technology

1 5 2019 3

[ ]
[ ]
[ ]
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5.
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7.
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G-ENGO05 6G403 LB71

Optimum System Design Engineering

2 2019 2

[

]

Panos Y. Papalambros and Douglass J. Wilde: Princples of Optimal Design Modeling and Computaion,
Cambridge University Press

[

KULASIS




G-ENGO05 5G001 LJ71 G-ENGO06 5G001 LJ71 G-ENGO7 5G001 LJ77

< > |Applied Numerical Methods

> 2019 1
[ ]
Ax=b
[ ]
[ ]
ll )
11 k)
2, , LU
!2 b
12 )
12 i)
!1 )
13 )
’1 )

ISBN 978-4-901683-58-




6\ \Golub, G. H. and Loan, C. F. V., Matrix
Computations, John Hopkins University Press\

\R.D.Richtmyer and K.W.Morton, Difference Methods for Initial-Value Problems, Second
Edition, John Wiley amp Sons 1967

(PandA https://panda.ecs.kyoto-u.ac.jp)
[ ]
Microsoft Excel LibreOffice
Mircosoft Excel VBA(Visual Basic for Application) LibreOffice (https.//ja.

libreoffice.org/)
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G-ENGO7 6C430 LJ77

< > |Advanced Flight Dynamics of Aerospace Vehicle

2019

Newton
Lagrange
Hamilton

|SBN:9784489011603
ISBN:9784842703367
|SBN:4000076418

| SBN:4000076426

| SBN:4000076507
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G-ENG56 6V202 SE77

< > | Introduction to the Design and Implementation of Micro-Systems

2 2019

1,2

34
IMEMS

9,10
12 13

14,15 ,

(10G203)

60%) (40%)




CAD

tutti @me.kyotou.ac.jp
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G-ENGO05 6G025 LB71

> | Mechanica Functional Device Engineering

1 2 2019
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G-ENGO05 7W603 LB71 G-ENGO06 7W603 LB71

Introduction to Biomedical Engineering

2 2019
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G-ENGO05 7G041 LE71 G-ENGO6 7G041 LE71

< > | Advanced Finite Element Method

2 2019 2

2 (COMSOL)

[ ]

Bath, K.-J., Finite Element Procedures, Prentice Hall \Belytschko, T., Liu, W. K., and Moran, B.., Nonlinear
Finite Elements for Continua and Structures, Wiley

[ ]
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Precision Measurement and Machining

BEAUCAMP - Anoy TeeisHeve

2 2019 2

Meso Micro Nano Manufacturing

KULASIS




G-ENGO05 7V003 LB71 G-ENGO06 7V003 LB71

< > | Biomechanics

2 2019 2
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G-ENGO07 6G409 LJ77

< > |Aerospace Systems and Control

) 2019 5
[ ]
[ ]
[ ]
3
1 2. 3
4
1 2 3.Lp
!
1 2 3. 4
3
1 2. 3

[ ]

H. Khalil Nonlinear Systems Prentice Hall 1SBN:9780130673893
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< > |Design Theory of Architectural Structure

1 2 2019 4
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< > | Theory of Architectural and Environmental Planning |

2 2019 2
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< > | Theory of Architectural and Environmental Planning Il

2 2019 1
[ ]
[ ]
[ ]
2
2
SNS
2
1
2
3
2




50 50

2009.1

[ ] 1 1 2
[ ] 12:00-13:00
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Design Theory of Architecture and Human Environment

5 2019

D)

3)
(4)
(5)
(6)

2




(1)
(2)
3
(4)
(5)
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Theory for the Preservation and Restoration of Architecture and Environment Design

2 2019 2
]
]
1
3
3
3
5
]
traverse 2015
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2007
2002
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G-ENG04 5B013 LJ74

< > | Theory of Architectural Design, Adv.

2 2019 2

20
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G-ENG04 8B069 LJ74

< > | Architectural Engineer Ethics

1 2 2019 3

21

6 )

G )

=

AlJ e
AlJ WG




=

)

KULASIS




G-ENG04 5B037 LJ74

< > |Design Mechanicsfor Building Structures

2019

Performance-based Design

(1)

(1)

D)

D)

D

(1)
Performance-based Design

D

(2 classes)




(2)

D

1)

2, 1994.
2005.
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< > | High Performance Structural Systems Engineering

5 2019

4 x 25

100




— — ISBN:978-4306033443
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G-ENG04 5B046 LJ74

< > | Dynamic Response of Building Structures

2 2019 1
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G-ENG04 5B241 LJ74

< > | Urban Disaster Management

2 2019 3
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< > | Environmental Control Engineering, Adv.

2 2019 3

6 )
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< > |Silence amenity engineering

2

2019

4 )

4 )

1)

(30%) (70%)




|SBN:978-4-320-07707-2
Frank Fahy eta  Sound and Structural Vibration Academic Press |1SBN:978-0-12-373633-8
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< > | Theory of Cognition in Architecture and Human Environment

2019 2

1 1
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3. 1
4. 1

5. 2
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G-ENG76 63165 LE12

< > | Pattern Recognition, Adv. LIANG Xuefeng

2 2019 2

[ ]

The course introduces fundamental s of pattern recognition, clustering methods with severa distance
measures, and feature extraction methods. It gives areview of state-of-the-art classifiers such as Gaussian
Mixture Models (GMM), Hidden Markov Models (HMM) and Neural Networks (NN) and also the learning
theory which includes Maximum Likelihood Estimation (MLE), Bayesian learning and Deep learning. It also
focuses on modeling and recognition of sequential patterns.

GMM HMM DNN

[ ]

To learn the basic methodology and a variety of techniques of pattern recognition and apply them to the own
research topics.

[ ]

Following topics will be addressed with two or three weeks for each.

1. Clustering
Clustering is a method that automatically groups unlabeled data. Standard clustering techniques, such as the k-
means method, are explained along with commonly-used distance measures.

2. Statistical Feature Extraction
Standard techniques of statistical feature extraction, such as PCA (Principal Component Analysis) and
subspace methods are reviewed.

3. Modeling and Recognition of Sequential Patterns

First, state-space methods for sequential pattern modeling such as Kalman Filter and Particle Filter are
reviewed. Then, two standard classification methods of DP (Dynamic Programming) matching and HMM
(Hidden Markov Models) are explained.

5. Maximum Likelihood Estimation and Bayesian Learning

Standard Maximum Likelihood Estimation (MLE) based on the EM (Expectation-Maximization) algorithm
for training GMM (Gaussian Mixture Models) and HMM is explained. Then, Bayesian learning including
variational Bayes and Gibbs sampling is introduced.




6. Discriminative Model and Deep Learning

Discriminative models for pattern recognition, including DNN (Deep Neural Network), SVM (Support
Vector Machines), Logistic Regression model are explained. A variety of applications of deep learning are
also reviewed.

DP
HMM

(GMM) HMM EM

DNN
SVM( )

[ ]

Grading will be determined by submitted reports; the questions will be given by individual lecturers during
the course.

[ ]
L ecture materials will be provided via PandA CMS.

PandA CMS




3)

[ ]

C. M. Bishop Pattern Recognition and Machine Learning Springer
Goodfellow, Bengio, and Courville.  Deep Learning MIT Press

Duda, Hart, Stork  Pattern Classification John Wiley & Sons

Hastie, Tibshirani, Friedman  The Elements of Statistical Learning Springer

[ ]

Lecture materials will be provided via PandA CMS.

PandA CMS

KULASIS

KULASIS




G-ENG76 63126 LE12

< > |Language Information Processing, Adv.

2 2019 3

[ ]

This lecture focuses on morphological analysis, syntactic analysis,
semantic analysis, and context analysis, including machine learning
approaches, which are necessary to process natural language texts.
We also explain their applications such as information retrieval and
machine tranglation

[ ]

Students who got a credit of this class will acquire broad knowledge
about language information processing and also understand basic
algorithms for processing natural language texts.

[ ]

One or two lectures are planned for the following topics.

1. Overview of Natural Language Processing
2. Forma Language Theory

3. Language Model

4. Word Sense Disambiguation

5. Markov Model and Part-of-Speech Tagging
6. Probablistic Parsing

7. Machine Learning Approachesin NLP

8. Information Retrieval

9. Machine Trandlation

[ ]

[ ]

Grading is based on assignments/reports. Evaluation criteria are that students have to understand basic
algorithms of language information processing and submit sufficient reports for the assignments.

[ ]




(@)

[ ]

Christopher D. Manning and Hinrich Schutze  Foundations of Statistical Natural Language Processing
(MIT Press, 1998)

Christopher D. Manning, Prabhakar Raghavan, Hinrich Schutze  Introduction to Information Retrieval
(Cambridge University Press, 2008 )

Danidl Jurafsky and James H. Martin ~ Speech and Language Processing  (Pearson International Edition,
2009)

( )

[ ]

Documents used in the course will be available on the lecturers web pages.

KULASIS
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G-ENG76 53618 LE10

LE GALL, Francois

< > [Introduction to Algorithms and Informatics

2 2019 2

[ ]

This course is an introductory graduate course on algorithms and informatics for non-specialists. It will cover
the fundamentals of algorithm design and analysis, the analysis of graphs and flow problems, data structures
aswell as an introduction to important concepts such as randomization, heuristics and approximation.

[ ]

At the end of the course, students should understand the basic concepts of algorithms and informatics studied
during the semester.

[ ]

,15 1. Introduction: the role of algorithms in computing (1 week) 2. Data structures, search and
sort algorithms (3 weeks) 3. Basic techniques for algorithm design (4 weeks) a. Divide-and-Conquer b.
Greedy algorithms c. Dynamic programming 4. Graphs algorithms (3 weeks) 5. Randomized algorithms (2
weeks) 6. Solving hard problems: heuristics and approximation (2 weeks)

[ ]

[ ]

Evaluation on submitted reports.

[ ]

Course materials can be downloaded from the course web page that will be announced during the  first
lecture.

[ ]

Introduction to Algorithms, 3rd edition, T. H. Cormen, C. E. Leiserson, R. L. Rivest and C. Stein, (The MIT
Press)

(announced during the lectures.)




The instructor expects students to spend enough time after each class for review. Additionally, mandatory
reading material and assignments will be given during the course.

KULASIS Introduction to Algorithms and Informatics

KULASIS




G-ENG76 53237 LJ13 G-ENG76 53237 LJ11 G-ENG76 53237 LJ12

< > |Information Systems Design
JATOWT  Adam Wiaoydaw

2 2019 3

. Datalog




[ ]

Y oav Shoham and Kevin Leyton-Brown  Multiagent Systems. Algorithmic, Game-Theoretic, and Logical
Foundations Cambridge University Press |SBN:9780521899437

tajima@i.kyoto-u.ac.jp
yoshikawa@i.kyoto-u.ac.jp
matsubara@i.kyoto-u.ac.jp
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G-ENG76 63291 LJ12 G-ENG76 63291 LJ24 G-ENG76 63291 LJ73

< > |Designsfor Emergency Management Cruz AnaMaria
SAMADDAR  Subhajyoli
) 2019 3
[ ]
[ ]
[ ]
A, \\ What is emergency management?
1, \\ Emergency management in disaster response
A, \\ History of information
processing in disaster response
1, \\ Case study on
emergency management in Great East Japan Earthquake 2011
11 )
\\ Natural-hazard triggered technol ogical accidents(Natech)
A, \\ Case study on emergency
management in Kumamoto Earthquake 2016
3, \\ Advanced emergency
management with privete support group
!4 ) \

\ Design of disaster response support systems
N \\ Business continuity plan,
Sutandarization of disaster response
A, \\ Report, Discussion,Examination

[ ]




1.address: report_ EM @imdr.dpri.kyoto-u.ac.jp
2.subject: X X
3.

(2017) \
NTT
BP

(report_ EM @imdr.dpri.kyoto-u.ac.jp)
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G-ENG76 63173 LE10

< > |Computational Learning Theory

5 2019

[ ]

Machine learning now makes string impact to our daily life. In this course we treat machine learning from
discrete data and present its mathematical foundations based on formal language theory and theory of
computation. Machine learning techniques based on neural networks are suited for real valued vector data,
but are not always for discrete structured data. In this course we provide learning mechanism without neural
networks. First we introduce elements needed in formalizing machine learning, and then we explain
learnability of various classes of formal languages in the models of identification in the limit and learning
with queries. We also introduce some results presented recently in computational learning theory, including
its relationship with first-order logic as well as with ideals of polynomials. Secondly, we introduce frequent
itemset mining from fixed length of bit-vectors. We also give some extensions including mining closed
itemsets, mining frequent substrings as well as subtrees.

[ ]

By taking this course, students are expected to understand mathematical foundations of machine learning
from string data, tree data, and bit-vectors of afixed length.

]

. Introduction: Machine learning from discrete data
. Learning pattern languages from String Data

. Correctness of learning

. Learning regular languages without queries

. Learning regular languages with queries

. Learning unions of pattern languages

. Elementary formal systems and learning

. Learning tree pattern languages

. Learning polynomial idealsin algebra

10. Frequent itemset mining

11. Formal concept analysis and learning

12. Frequent substring mining

13. Frequent subtree mining

14. Recent results on learning from discrete data (1)
15. Recent results on learning from discrete data (2)

OCOoO~NOUTPE,WNER|(—

[ ]

Students are assumed to have fundamental knowledge on mathematics, in particular, set theory, and also to be
familiar to algorithms.




Evaluation is based on the submitted reports on the assignments, which will be provided twice during the
course.

[ ]

[ ]

ColindelaHiguera Grammatical Inference: Learning Automata and Grammars Cambridge University
Press ISBN:0521763169

| SBN:4563014966

( )
[ ]

Every week, students should review the slides and documents for the lecture which will be available on the
lecturer's homepage

http://www.iip.ist.i.kyoto-u.ac.jp/member/akihiro/lectures/lectures.html

and alsoin KULASIS.

KULASIS
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G-ENG76 63178 LE10

< > |Statistical Learning Theory

5 2019

[ ]

This course will cover in abroad sense the fundamental theoretical aspects and applicative possibilities of
statistical machine learning, which is now afundamental block of statistical data analysis and data mining.
This course will focus first on the supervised and unsupervised learning problems, including a survey of
probably approximately correct learning, Bayesian learning as well as other learning theory frameworks.
Following this introduction, several

probabilistic models and prediction agorithms, such as the logistic regression, perceptron, and support vector
machine will be introduced.

Advanced topic such as online learning, structured prediction, and sparse modeling will be also introduced.

[ ]

Understanding basic concepts, problems, and techniques of statistical learning and some of the recent topics

[ ]

1. Statistical Learning Theory

1-1. Introduction to classification & regression: historical perspective, separating hyperplanes and major
algorithms

1-2. Probabilistic framework of classification and statistical learning theory: Learning Bounds, Vapnik-
Chervonenkis theory

2. Supervised Learning

2-1 Modelsfor Classification: Logistic Regression, Perceptron, Support Vector Machines

2-2 Regularization: Sparse Models (L1 regularization), Bayesian Modeling

2-3 Model Selection: Performance Measures, Cross-Validation, and Other Information Criterion

3. Advanced topics

3-1 Structured Prediction: Conditional Random Fields, Structured SVM
3-2 Online learning

3-3 Semi-supervised, Active, and Transfer Learning

[ ]

[ ]

Reports and final exam.




Hastie, Friedman, Tibshirani  The Elements of Statistical Learning  (Springer)
Shai Shalev-Shwartz and Shai Ben-David ~ Understanding Machine Learning: From Theory to Algorithms
(Cambridge University Press)

( )

[ ]

Basic knowledge about probability and statistics

KULASIS

KULASIS




G-ENG76 63217 LE11 G-ENG76 63217 LE13 G-ENG76 63217 LE10

< > | Distributed Information Systems

2 2019 3

[ ]

This course gives an overview of three magjor topics on distributed information systems. Thefirst topic is
complex data, XML and RDF. Unlike flat tables employed by relational databases, modern information
systems manages complex data. Students will learn data models which have rich expressive power to model
complex data, and declarative languages to manage complex data. XML (Extensible Markup Language), a
W3C standard meta-language for information exchange on the Web and RDF are covered. The second topic
covers highly-scalable distributed file systems and databases. The systems covered in lectures include HDFS,
MapReduce and Dremel. Column store technologies are also covered as an important storage model for
handling OL AP tasks on high-volume data. The third topic is Web mining and knowledge discovery. The
fundamental technologies and application systems will be introduced. Some other contemporary topics are
lectured if time allows.

[ ]

Our goal isto introduce students to principles and techniques of distributed information systems. Students are
expected to obtain fundamental knowledge on representation, management, processing and mining of large
amount of distributed data.

[ ]

Distributed and Parallel Information Systems (8 Lectures by Y oshikawa)

Blockchain
Complex Data

. Nested Data, Complex Value, Semi-Structured Data, XML
Highly-Scalable Distributed File Systems and Databases

. Column Store

. Dremel

. HDFS (Hadoop Distributed File System) and MapReduce
Foundation of Semantic Web

. RDF

Knowledge Discovery (Web Mining) (7 Lectures by Ma)

. Content Mining: Information Extraction, Information Integration (Schema Matching)
. Structure Mining: Link analysis, Social Network Analysis

. Usage Mining: log analysis, personalization, user behavior analysis, HCI

. Sentiment Analysis and Opinion Mining

. Application Systems




Basic knowledge about database systems.

[ ]
Grading method: Grade is evaluated by writing examination and reports.

[ ]

L ecture notes and related documents will be distributed in lectures

[ ]

Severa related documents will be introduced in lectures

(shown in lectures)

[ ]

In some lectures, homework is assigned. Course review is highly recommended.

Contact by e-mail using the following addresses:

(Replace AT by @)

Masatoshi Y oshikawa ItyoshikawaATi.kyoto-u.ac.jpgt




Qiang MaltgiangATi.kyoto-u.ac.jpgt

Toshiyuki Shimizu IttshimizuATi.kyoto-u.ac.jpgt

KULASIS
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G-ENG76 60412 LJ44

< > | Design Ethnography

2 2019 2

3
[ ]
[ ]
ll )
(Lofland et al. 2005, Spradley 1979, Szymanski 2011)
11 1
(Clifford and
Marcus 1986, Emerson et a. 1995, Van Maanen 1988)\\
\\ AN\ 3
\\
autoethnography
ll )
(interview)
(Spradiey 1979)\\ (practice)
(knowing) (norm)
(habitus) \\ A\
( )




)

ll ]

(Corbin 2008, Lofland et al. 2005, Spradley 1979)\\
( )
?
? \\ i\
1,1
(Heath et a. 2010,
Jordan and Henderson 1995, Silverman 2006) \\ \
11 k)
11 (interaction)
(turn-taking) (sequence)
(Garfinkel 1967, Schegloff 2007, Szymanski 2011, et al. 2007)\\
A\
2,1
!1 )
(misfit)
( ) (Szymanski 2011)
11 )
ll )
(Corbin 2008, Lofland et al. 2005, Spradley 1979)
11
(juxtapose)

\\
A\




(packaging)
(Corbin 2008, Lofland et al. 2005, Miles and Huberman 1994, Spradley 1979)\\
A\

30 70

( Open )

https://yamauchi.net/officehour
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< > |Marketing Research

2 2019 2

[ ]

This course (Marketing) is designed to give an overview or process of marketing in order to identify and
solve marketing problems. It focuses not only on giving fundamental knowledge but also on applying its
knowledge to marketing problems.

[ ]

To Understand an overview or process of marketing in order to identify and solve marketing problems.

[ ]

Course structure,15 ,This course begins from basic concept of marketing as an introduction. It is, asamain
subject, organized into three parts. Partl provides an analysis of a marketing opportunity amp environment
which can include 3C analysis (Customer, Competitor, Company) to identify marketing problems . Partl|
provides a development of marketing strategy based on STP (Segmentation, Targeting, Positioning). Part 111
provides a design of marketing mix which means 4P (Product, Price, Promotion, Place). Each class will
proceed in a combined use of lecture and asmall case. Each classis summarized as follows*: 1 amp 2: Basic
concept: definition and principle of Marketing 3 amp 4: An analysis of marketing opportunity amp
environment: 3C (Customer, Competitor, and Company), 5 forces, etc. 5 amp 6: A development of marketing
strategy: STP (Segmentation, Targeting, and Positioning(including Branding)) 7 amp 8: A design of
marketing mix (product): structure of product and Product Life Cycle 9 amp 10: A design of marketing mix
(price, place): pricing and distribution channel 11 amp 12: A design of marketing mix (promotion): IMC
(Integrated Marketing Communication), promotion tool, and advertising 13 amp 14: Case discussion 15 :
Wrap-up (Summary)

[ ]

No knowledge of marketing is required. Please note that auditing students are required to have a brief
interview with the professor before classes start. The number of auditing students will be limited.

[ ]
Final exam : 60%. Class participation : 40%.

[ ]

No specific textbooks are used. Necessary articles and documents will be distributed in the class.




(2)

[ ]

Relevant references will be provided in appropriate classes.

(Necessary information will be distributed in the class.)

[ ]

Necessary information will be distributed in the class.

Anytime by E-mail. e-mail snozawa@gsm.kyoto-u.ac.jp
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< > [Seminar on Psychology and Design Studies| Emmanuel MANALO

2 2019 2

14 2-3
\\
handout( ) PowerPoint




E-mail kusumi @educ.kyoto-u.ac.jp
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< > |Seminar on Psychology and Design Studies ! Emmanuel MANALO

2 2019 2

14 2-3
\\ handout(
) PowerPoint
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E-mail kusumi @educ.kyoto-u.ac.jp
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< > | Seminaron DataAnaysisin Psychology and Design Studies

2 2019 2

(SPSS, R, IMP )

12 3 1
1 2
(@ (b) (©)

L 1

2. 2

3. 1

4, 1

5. 1

6. 1

7. 1

8. 1

0. 2

10. 2

11. 2

12. 2

13. 2

14. 2

15.
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[ ]
[ ]
9 (
http://cogpsy.educ.kyoto-u.ac.jp/personal/K usumi/datasem17.htm(2017 HP( PandA
)

http://www.educ.kyoto-u.ac.jp/cogpsy/personal /K usumi/kai seki.htm (

)
[ |

PandA UP
20
PowerPoint PandA
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< > |Designof Cognitive Functions
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gD
1

TED talks http://www.ted.com/talks
TED taks

TED
talks

50 50




TED talk http://www.ted.com/talks
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< > | Advanced Studies. Cognitive Sciences

2 2019

15 1. \ 2.
\ 3. \ 4. \ 5. \\ 6.
\7. \\ 8. \\ 9. \\ 10.
\ 11, \\ 12. \\ 13. \\ 14.

|SBN:4641124663

ISBN: 4888485895\
: ISBN:476282822X\
ISBN: 4888487871
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< > |Seminar on Brain Function and Design Studies

2 2019 2

50
50




E-mail:omura.michio.8u@kyoto-u.ac.jp
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< > |Communication Strategies for Design Research Emmanuel MANALO

2 2019

[ ]

The purpose of this course is to develop senior and graduate studentsrsquo ability to effectively communicate
their research in English to international audiences. It will cover essential skillsin both written and spoken
communication, including both formal and lessformal contexts for the latter. Asthe specific focus of this
course is on the development of language skills for use in educational and psychological research
environments, it is suitable for both native and non-native English speakers.

[ ]

The goal of this course isto facilitate the devel opment of students#039 English communication skillsthat are
applicable to many essential activities that researchers engage in. The expectation in this course is that
students will demonstrate devel opment of these skills at a high level commensurate with their educational
background and experience.

[ ]

course,3days ,Thisisanintensive course that will be held over three Saturdays (9:00 to 16:30 on each day).
The following is a guide to what will be covered on each of the three days of the course. Some modifications
or adjustments to this structure may be made as required.\\ \\ Day 1 (April 22, 2017): Introduction to the
course; the structure of research papers in education; quoting and paraphrasing othersrsquo work.\\ Day 2
(May 13, 2017): Critical thinking, reading, and writing; considerations in publishing research; paper (oral)
and poster presentation skills.\\ Day 3 (May 27, 2017): Student research presentations and feedback; self-
introduction and initiation of conversation with other researchers; skills for maintaining conversations with
other researchers.\\ \\ Course conduct:\\ Students taking this course will be expected to fully participate in
discussions, exercises, and various writing and speaking tasks assigned by the instructor. They will be
expected to prepare ahead of each class by reading any materials assigned by the instructor, and/or
completing any other assigned tasks. Class sessionswill vary in terms of conduct: most will include some
lectures provided by the instructor, who will also facilitate workshops and discussions on the topics covered
in the course.\\ Writing tasks/assessments = 50%: Students will write a research abstract (10%) and a
literature review pertinent to their own research work (word limit = 1,000 words; 40%). For the literature
review, they will need to demonstrate the necessary skillsin quoting and paraphrasing, as well as correct and
accurate source acknowledgement and referencing (using the APA format). In the review, reference will need
to be made to at least 5 research articles pertinent to their research topic. Speaking tasks/assessments = 50%:
Students will make a presentation to report on their own research work (30%); additionally, contributions to
class discussions and demonstration of ability to correctly apply skills learnt in the course would count
toward the final grade (20%).




Students taking this course are expected to have completed their own research project and/or to be currently
working on aresearch project (even if it isjust asmall project).

[ ]
Writing tasks/assessments = 50%, Speaking tasks/assessments = 50%. Thereis no final examination.

[ ]

\ Thereis no textbook for this course. The instructor will assign articles for studentsto read in
preparation for each class.

( )
[ ]

Prior to the first class session and between the class sessions, students will be expected to spend some time on
preparation, readings, and/or assignments.

What to bring to the first class session:

[1] Notes about own research (completed or in process)

[2] Copy of at least 2 experimental research papers on asimilar or related topic to own research (please read




these papers ahead of the course so that you are familiar with their content).  Students can email the
instructor to make an appointment or to ask any questions about the course.
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[ ]
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[ ]

cme-seminar@me.kyoto-u.ac.jp
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1 P019
[ ]
[ ]
[ ]
1-2
1,
,10-12
1-2

[ ]
[ ]
[ ]
[ ]
[ ]

cme-seminar@me.kyoto-u.ac.jp
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2 2019

[ ]

FBL (Field based Learning)

PBL (Problem based Learning)

FBL (1)
(2
()
4
PBL (1) (2)
©)
[ ]
[ ]
1
FBL/PBL 13
FBL/PBL
1
[ ]
PandA  ” /
(FBL/PBL)L ”

[ ]

FBL (Field based Learning)/ PBL (Problem based L earning)

/ (FBLPBLL () 111




/ (FBLIPBLL  (2)

PandA  ” /
(FBL/PBL)L
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[ ]

FBL (Field based Learning)

PBL (Problem based Learning)

FBL (1)
(2
()
4
PBL (1) (2)
©)
[ ]
[ ]
1
FBL/PBL 13
FBL/PBL
1
[ ]
PandA  ” /
(FBL/PBL)L ”

[ ]

FBL (Field based Learning)/ PBL (Problem based L earning)
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< > | Open Innovation Practice 2
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2
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@
(2)

3

13




2009.\ Filed Informatics Springer 2011.

PandA
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13
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15

30,

KULASIS




G-ENGO1 7X482 SJ18

Design Science Exercise, Adv. 2

4
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M2

30
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< > |Information Design

1 2 2019 5




20
70
10
[ ]
: ( ) | SBN:4320006038

[ ]
1] 2001
[2] 2010
[3] 2004
[4] D.A. — 1990
[5] B.J. , BP

2005
[6] Stanford Persuasive Tech Lab Resource http://captol ogy.stanford.edu/resources/

[ ]

reading assignment

kuro@i.kyoto-u.ac.jp
yoshikawa@i.kyoto-u.ac.jp
yamamoto.takehiro.5v@kyoto-u.jp
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< > |Organization and Community Design

12 2 2019 2

RRoo~NoOR~WNE

= o




, , ISBN:978-4320006010

— ISBN:
4790715884
ISBN:4502137413
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< > |DesigninICT

1 2 2019 5

1) (2) 3) (4)

http://www.design.kyoto-u.ac.jp/report/2723/
http://www.design.kyoto-u.ac.jp/report/5102/
http://www.design.kyoto-u.ac.j p/report/6930/
http://www.design.kyoto-u.ac.jp/report/8616/




1)

2)
( ) ( )
)

3)

,Web SNS
4)

LS|
PC
2
20
[ ]
[ ]
( )30%, 60%,
10%




3)

1999

max 30
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Transmission Media Engineering, Adv.

) 2019 3

[ ]

[ |

[ ]

1. 1
2. 2
3. 2
4, 2 3

5. 5

[ ]

[ ]

[

[ ]
W. C. Jakes Microwave mobile communications |IEEE press 1SBN:0780310691

ISBN:4274214737
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< > |Computational Sciencefor Big Data

1 2 2019 3

EM

1)




Lasso

[ ]

(75%) (25%)

1 25

ISBN:978-4-339-02449-4  See http://www.coronasha.co.jp/np/detail .do?goods id=2726

KULASIS
. hsato@amp.i.kyoto-u.ac.jp
: sekido@amp.i.kyoto-u.ac.jp
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< > | Supercomputing, Advanced

1 2 2019 5

MIC GPU

1

GPU MIC 2

[ ]

MPI OpenMP




web page

[ ]

OpenMP Application Program Interface. http://www.openmp.org/mp-documents/spec30. pdf
MPI: A Message-Passing Interface Standard (Version 3.0) http://www.mpi-forum.org/docs/mpi-3.0/
mpi 30-report. pdf
http://web.kudpc.kyoto-u.ac.
j p/hpc/tebiki

SSH PUTTY PC
PC
h.nakashima@DOMAIN; DOMAIN=media.kyoto-u.ac.jp
fukazawva@DOMAIN; DOMAIN=media.kyoto-u.ac.jp
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< > |Optimization Theory, Advanced

2019 2

L ecture on basic optimization theory and algorithm design for solving mathematical optimizaiton problems.
Topicsinclude duality in nonlinear optimization, gradient methods and interior point methods for convex
optimization problems, convex optimization approaches to real-world problems, in particular, machine
learning and statistics.

[ ]

Introduction (Various Optimization Problems and Past Research): 1

Foundation of Optimization (Linear and Convex Programming, Duality and Optimality): 3

Optimization Models (Formulation of Optimization Models, Machine Learning, Parameter Estimation,
Portfolio Optimization, Robust Optimization, etc.): 4

Optimization Algorithms 1 (Gradient methods for large-scale problems): 4

Optimization Algorithms 2 (Interior Point Algorithms and Other Algorithms for Symmetric Cone
Programming): 3

Examination: 1




Evaluation of the understanding of optimization theory, algorithms and modeling by examination and reports

[ ]

[ ]

M. Fukushima Fundamentals of Nonlinear Optimization (in Japanese)
Asakura Shoten, 2001
M. Kojima, et al., Interior Point Methods (in
Japanese) Asakura Shoten, 2001
S.J. Wright “ Primal-Dual Interior-Point Methods” (SIAM, 1997)
A.Ben-Tal and A. Nemirovski  “ Lectures on Modern Convex Optimization” (SIAM, 2001)

8 211
No specific office hours. Questions will be answered at office (Room 211, Eng. Building 8) on request.
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< > | Control Systems Theory, Advanced

1 2 2019 2

This course covers fundamental issues on control systems analysis and synthesisincluding recent trends. The
importance of system model uncertainty is discussed after reviewing subjects taught in standard
undergraduate control courses. Topicsinclude: robust control theory, application of convex optimization and
polynomial methods, distributed control for multi-agent systems, and the effects of stochastic noisesin
control systems.

Students will learn how to handle uncertainties in control systems and acquire the method to control
multiagent systems based on subjects taught in standard undergraduate control courses.

[ ]

4 : :
(2):LQG H2  ,H
) SOS

3

Robust control(4): Hankel singular value, Small gain theorem, Robust stability.

Control system design (2): LQG control and H2 control, H-infinity control.

Applications of convex optimization, and polynomia methods (2): Linear matrix inequality, SOS.
Applied Mathematics for Control (4): Dynamical system theory, functional

analysis, graph theory, optimization.

Stochasticity in feedback systems (3): Stochastic system, statistical

mechanics, reinforcement learning.




Linear algebra (undergraduate level) isrequired. Control theory (undergraduate level) is recommended.

5-6
7
Fundamental knowledge on the framework of robust control,computational methods for robust control,
cooperative systems, and stochastic systems.
Home works (5-6 times) and final examination.

[ ]

L ecture note is handed out.

[ ]

Kemin Zhou Essentials of robust control Prentice Hall, 1998 |1SBN:0135258332
1: , 2000 1SBN:4339033073
Hassan K. Khalil  Nonlinear Systems Prentice Hall, 2001  ISBN:0130673897
, 2000 1SBN:9784339033120

Students are required to read handouts and references. They are also required to solve severa home
assignments.

: yoshito_ohta@i.kyoto-u.ac.jp, kk@i.kyoto-u.ac.jp
By appointment. Contact: yoshito_ohta@i.kyoto-u.ac.jp, kk@i.kyoto-u.ac.jp
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< > |Theory of Integrated Dynaminal Systems

1 2 2019 4

20

KKT




ISBN:4339033189
| SBN:4339033227

[ ]

A. E. Bryson, Jr.,and Y.-C. Ho  Applied Optimal Control Taylor & Francis |1SBN:0891162283
R. F. Stengel  Optima Control and Estimation Dover |1SBN:0486682005

D. E.Kirk  Optimal Control Theory: An Introduction Dover 1SBN:0486434842
ISBN:4339041238

| SBN:4627005393
ISBN:4339032107

M. Mesbahi and M. Egerstedt  Graph Theoretic Methods in Multiagent Networks Princeton University
Press 1SBN:0691140618
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yoshikawa[AT]i.kyoto-u.ac.jp
moriya[AT]i.kyoto-u.ac.jp
nobu[AT]bre.soc.i.kyoto-u.ac.jp
kanda[AT]i.kyoto-u.ac.jp
[AT] @
KULASIS

KULASIS




G-INF00 58014 LJ13 G-INFO0 58014 LJ41

Information and Intellectual Property

2 2019 5

[1]
[2]
[3]
[4]
[5]

[6]
[7]
[8]
[9]

Al 1

10%

90%

|SBN:978-4900900530




BUSINESS STANDARD 2001 6 25 http://www.netlaw.co.
jp/booklet/index.html
http://www.mext.go.jp/b_menu/houan/an/
171/1251917.htm
ISBN:978-4785713690
| SBN:978-4502909603
http://www.kantei.go.jp/jp/it/privacy/
houseika/hourituan/

tajima@i.kyoto-u.ac.jp
htani gawa@ird-pat.com
mmt23360@law.ritsumei.ac.jp
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< > | Information Networks

1 2 2019 2

| P(Internet Protocol)

This course introduces fundamental architectures and technologies for the design of information networks,
which include circuit switching or packet switching based networks and communication protocols such as
internet protocol (IP). Overlay networks and mobile networks are also discussed as their applications.

Through this course, students could obtain and explain the knowledge, required for them after their
graduations, about communication networks as our life infrastructure and application networks as our social
and economic infrastructure.

]

[
1. 2 )
2. IP(Internet Protocol)
& G )
QoS/QoE 3 )
)

1)

o0k w

@)

1. Communication protocols, transmission systems, history of information networks

2. Internet protocol (1P) network protocols: application, data-link, network, routing/mobile, and transport
protocols

3. Designs of overlay networks, QoS/QoE techniques, cellular networks

4. Research & development and patent strategy

5. Fundamental traffic theory

6. Reviews, exercises, and small tests




Students are expected to have fundamental knowledge about digital communication, probability theory, and
statistics.

[ ]

(2 )

Students are evaluated about how much they understand the knowledge about communication networks and
network applications according to the results of the semester and a couple of small tests

[ ]

[ ]

Tanenbaum  Computer Networks PrenticeHall [SBN:4-89471-113-30-
13-038488-7

Students are expected to have fundamental knowledge about digital communication, probability theory, and
statistics.
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2017




Customer Segment
Vaue Proposition
Channel
Customer Relation

Revenue Stream

Key Resource

Key Activity
Key Partner

Cost Structure




ISBN: 978-4502151910
CcCC
ISBN:978-4484131122
/
|SBN:978-4-7981-2297-7
YOU
|SBN:978-4-7981-2814-6

http://busi nessmodel generation.com( )

[ ]

mkg@econ.kyoto-u.ac.
ip
KULASIS




P-MGT75 60418 LJ44

< > |BusinessDesign

12 2 2019 3

2017




Customer Segment
Vaue Proposition
Channel
Customer Relation

Revenue Stream

Key Resource

Key Activity
Key Partner

Cost Structure




ISBN: 978-4502151910
CcCC
ISBN:978-4484131122
/
|SBN:978-4-7981-2297-7
YOU
|SBN:978-4-7981-2814-6

http://busi nessmodel generation.com( )

[ ]

mkg@econ.kyoto-u.ac.
ip
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ST




25

80
PandA




http://www.si.gsm.kyoto-u.ac.jp/

[ ]

E-learning
1

e-mail: wakaba@econ.kyoto-u.ac.jp
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P
2 4
[ ]
TOC TOC for
Education; . http://tocforeducation.org

PandA

TOC TOC for Education




WANT WANT NEED

WIN-WIN
10

11

12

13

14
15

30 PandA 30 40

http://tocforeducation.org/( TOC )




mkg@econ.kyoto-u.ac.jp

KULASIS




P-MGT75 60411 LJ44

< > | Service Modeling & Applying Strategy
1.2 2 2019 2
ST
2 4
[ ]
[
[ ]
1
2
3
UML Unified Modeling Language
4 / /
5 /
6 / iITunesvs. Walkman
p
8 / B2B
9 /




12 SERVQUAL
13
14
15
[ ]
[ ]
(20%) (30%) (50%)

[ ]
[ ]

UML (2008) ( BP )

2003.10
Looy, Bart van, Paul Gemmel and Roland van Dierdonck
Services management : an integrated approach(2004)  (
Financial Times Management)

[ ]

e-mail: hara@gsm.kyoto-u.ac.jp / hmatsui@gsm.kyoto-u.ac.jp / maegawa@gsm.kyoto-u.ac.jp
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IT
< > [ThePractical Useof IT for Value Co-Creation
1.2 2 2019 2
ST
[
IT
SNS BigData IloT
IT
1 IT Big5
IT
IT
[
IT
IT
[
1
2
3 IT
IT
4 IT
5




Big Data
POS

Wal Mart

10

11 IT

KOMTRAX GE IOT BigData

12 IT

13 ClO

CIO

14

15




30%

30%

40%

BP
2009 1 3

email m-usui@gsm.kyoto-u.ac.jp
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< > | Advanced Studies: Cognition and Design Studies
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. Melding Brains and Machines: The Future of Cognitive Science




E-mail kusumi.takashi.7u@kyoto-u.ac.jp
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